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IMPROVEMENTS IN PROCESSING POWER AND SOFTWARE AVAILABILITY ALONG WITH THE RISE
IN DIGITAL CAMERAS ARE MAKING THE USE OF MACHINE-VISION SYSTEMS FOR INDUSTRIAL CONTROL
AN INCREASINGLY ATTRACTIVE APPROACH, THESE TRENDS ARE SIMPUFYING SYSTEM) CREATION, BUT
GETIING THE SYSTEM TO FUNCTION AS INTENDED STILL REQUIRES CAREFUL ATTENTION TO DETAILS.

BY RICHARD A QUINNELL

n humans, sight is one of the most important senses. Vision

allows us to identify objects, examine them without touch-
ing them, determine spatial dimensions and relationships, and
navigate safely through our world. The same benefits accrue
to the machines equipped with vision systems, when the cam-
era and processing are configured to match the application’s

needs.

Numerous applications currently employ machine-vision sys-
tems, many of them in factory automation. Vision-equipped
machines inspect products for flaws, identify and sort objects, mea-
sure dimensions, and align and position materials for automated as-
sembly. Nonfactory applications include vision-based navigation

for autonomous vehicles and safety sys-
tems for automobiles. As diverse as
these applications are, however, they
share three common elements: a cam-
era, a processor, and image-manipula-
tion software.

Not surprisingly, the camera is a key
element in establishing a machine-vi-
sion system’s capabilities. The camera

sets the level of detail, or resolution,
that the system can distinguish. It also
sets an upper limit on the system’s frame
rate, or the speed at which the system
can generate images, and the shutter
speed or image-capture time. Frame rate
dictates how quickly the control system
can obtain updares, and shutter speed
affects how quickly objects can be mov-

CONTRIBUTING TECHNICAL EDITOR

ing through the field of view. In manu-
facturing systems, these factors control
the manufacturing throughput that the
system can handle.

Both analog and digital cameras are
available for machine-vision systems.
Many high-end analog cameras, how-
ever, are designed to form television im-
ages and so offer few options for either
frame rate or resolution. The advent of
Internet video has made available some
low-cost analog cameras with other res-
olutions, typically VGA or fractions
thereof. Such cameras may be suitable
for applications that are highly cost-
sensitive, but they offer limited perfor-
mance. All analog cameras require the
use of a separate digitizer—usually part
of the frame-grabber hardware—to cap-
ture the image for processing.

Digital cameras, by their very nature,
do not need external digitizers and have
the additional advantage of being free
from the resolution and frame rate of
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video standards. The explosion of digi-
tal cameras in consumer applications,
from photography to cell phones, has
stimulated significant advances in the
technology during the last decade. Digi-
tal cameras are now available in a range
of resolutions with an equally broad se-
lection of achievable frame rates, at ev-
er-decreasing cost. Most machine-vi-
sion-control systems use digital cameras
as their “eyes.”

SELECTING A CAMERA

There are a variety of trade-offs to con-
sider in selecting a digital camera. One
of the most significant is resolution ver-

AT A GLANCE

Machine vision simplifies system
control based on size, shape, color,
and position of objects,

B Digital cameras offer irade-offs
between resolution and frame rate.

Processor options include CPUs,
D8Ps, and dedicated hardware

at the component level, with many
board-level systems avaitable.

Bl A new generation of high-per-
formance image processors is target-
ing automotive applications, such as
hazard-detection systems and cam-
era systemns that monitor drivers.

sus frame rate. In general, the higher the
camera’s resolution, the lower the frame
rate it can achieve. This trade-off stems
from the way in which the image sensor
of the digital camera operates.

The core of a digital camera is a CCD
(charge-coupled device) that is the image
sensor. As Figure 1 illustrates, the CCD’s
basic configuration is a rectangular array
of light-sensitive cells (picture elements,
or pixels) that connect to transport cells,
forming a row-and-column array. Light
falling onto the array generates charges
in the pixel. Command signals trans-
fer the charges from the pixels to the
transport array, where they move buck-

LIGHTING FOR MACHINE VISION

The ability of a vision sys-
tem to gather accurate
image information depends
entirely on the light that
enters the camera’s lens.

system’s ability to distin-

successful inspection, rec-
ognition, or measurement
of the object being viewed.
Although image-processing
software can compensate
somewhat for such factors
as underexposure and over-
exposure, glare, reflections,
and shadows can wreak
havoc with many vision ap-
plications. And, if color is an
important factor, the right
lighting is essential for the
accurate detection of color
differences.

Whether you are using
monochrome or color im-
ages, one important lighting
parameter to consider is the
stability of the illumination

levels. These levels affect the

brightness and contrast of
the image and contribute to

high signal-to-noise levels in :
the image. Often, ensuring il-

lumination stability requires
control over the environ-
ment. For example, some flu-
orescent lights change inten-
sity 5 to 10% when the am-
bient temperature shifts as
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: little as 10%. Design of a ma- !
: chine-vision system should
: seek to control illumination
¢ levels if possible and adapt
i to changes when control is
Inadequate or inappropriate :
lighting can compromise the

not an option.
Artificial-illumination

i sources that depend on ac
guish the details it needs for !

electricity will inevitably

i flicker. One way to avoid the
i problems that this flickering :
! can cause is to ensure that !
the ac frequency is high-

i er than the machine-vision

i system’s frame rate, so that
i the exposure time of any

: given image integrates sev-
: eral cycles of light variation.
{ Too low an ac-line frequen-

¢ cy lowers the throughput of
such systems as automated
: inspection stations on an as-
sembly line.

Geometry is another im-

i portant lighting factor to

i consider. Geometry de-
scribes the alignment be-

: tween the light source, the
! object being viewed, and the
: camera. The optimum geom- !
: etry depends on the object’s

physical characteristics,
which affect the reflection,

transmission, scattering, ab-
: sorption, and emission of

light. Different surface tex-

i tures, for instance, require
{ different lighting.

| THERRIGHT GEOMETRY |
i Figure A, which shows the :
results of two light positions
i ontheimageofaglossy
i surface with grayscale mark-

ings, highlights the impor-

: tance of lighting geometry.

A Incorrect lighting in a machine-vision system can elimi-
Incarrect lighting mach ystem I

ate t
control
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isibility of the features upon which the system bases
sourtesy Edmund Optics).

An illumination source high
above the surface can gen-
erate glare that compro-
mises the image, washing
out differences in the mark-
ings. Placing the source at a
low angle to the surface and
adding a diffuser to reduce
specular reflections help in
the detection of small visu-
al differences on such sur-
faces.

Deeply textured products,
on the other hand, produce
significant shadowing when
the illumination source is
low to the surface. If the ap-
plication is examining the
texture, this approach may
be appropriate. If the pur-
pose is to look for marking
on the surface, however, the
shadows become, in effect,
visual noise for the detec-
tion algorithms.

Other surfaces may re-
quire different approach-
es, so knowing the object’s
surface qualities is essen-

ial to the creation of ap-
propriate illumination
in a machine-vision sys-
tem. Fortunately, guide-
lines are available. The CIE
(International Commission
on lllumination) provides
recommended lighting
geometries for a variety of
surfaces through its Web
site, www.cie.co.at/cie.




et-brigade style through the array to the
charge sensor that provides the digital
readout. CCDs from VGA resolution to
more than 10M pixels in square or rect-
angular arrays are available.

A basic digital camera has only one
charge sensor, so reading an image out
of the camera occurs one pixel at a time.
This one-at-a-time action ties the cam-
era’s frame rate to its resolution. For a
given CCD-process technology, there
is an upper limit ro the speed ar which
the transport array can move the pixel
charges. So, the larger the array, the lon-
ger it takes to read out an entire frame.

This trade-off is not absolute. Cam-
era CCDs with multiple charge sensors
are available. They break the image into
nonoverlapping blocks that you can read
out in parallel, increasing the achievable
frame rate. However, balancing the mul-

tiple conversions from charge to digital
value so that the independent blocks
will produce matching images compli-
cates the design effort.

It is also possible to increase the frame
rate of a high-resolution camera by using
only a subset of the total image. Camer-
as that offer this feature allow the con-
trol system to specify an image area of
interest for readout rather than shift out
the entire array. This approach results in
a smaller image at a faster frame rate.

APPLICATION TRADE-OFFS

The optimum balance between frame
rate and resolution for a machine-vi-
sion system depends strongly on the ap-
plication. High resolution, for instance,
is necessary when looking for small de-
fects on large objects or making preci-
sion measurements of object dimen-

sions. High frame rates help increase
system throughput in terms of objects
examined per unit time or the time
needed to scan a large object.

The balance of frame rate and resolu-
tion affects camera cost. Fast multiblock
and area-of-interest cameras are more
costly than lower speed cameras of the
same resolution. Higher image resolu-
tions mean more expensive sensors and
usually need more expensive optics in
the camera to achieve the proper depth
of field and field of view. Along with cost
considerarions, you must also factor into
the camera choice such requirements as
illumination (see sidebar “Lighting for
machine vision”) and color (see sidebar
“When color matters”).

The choice of camera sets the upper
limit on achievable performance in a
machine-vision system, but it is not the

WHEN COLOR MATTERS

Color is a subjective val-
ue that depends on an
object’s illumination and
viewing environment as
well as its spectral proper-
ties. Cameras do not see
color, however; they detect
levels of integrated spec-
tral information that be-
comes a specific color on-
ly when a human observer
views it under some set

of lighting conditions. To
automate color-based in-
spection, then, a machine-
vision system must mod-
el the behavior of human
eyesight.

Color in machine-vi-
sion systems typically has
one of two functions. One
is to use color as a basis
for identification or dis-
crimination of objects,
as in a color-sorting sys-
tem. Color-sorting systems
need only to be able to dis-
tinguish among various, of-
ten quite different, colors,
so their lighting and image
processing are not particu-
larly critical. A crayon man-
ufacturer, for instance, can
use a simple color-sorting
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i system with standard room

ighting to ensure that
here is only one red cray-
on in each box.

The other function of col-
or in machine vision is to
monitor the color itself to
ensure that it meets pro-
duction specifications. If a
crayon manufacturer wants

o guarantee that the red
crayon in each color-as-
sorted box looks identical

o that same crayon in ev-
ery other box, it needs a
visual-color-matching sys-

em. Only color matching
can determine whether two
red crayons look identical.

OLOR MATCHING

Visual-color-matching
systems must judge color

the same way that hu-
mans do. One way to make
his judgment is to use the
‘golden-reference” strat-
egy by choosing a unit that
s as close to ideal as pos-
sible. The inspection sys-
tem then uses relative-
color analysis to measure
visual-color differences

: between each item it ex-
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: amines and the golden ref-

erence.
The precision of color-
matching systems depends
n part on the illumination
source’s spectral charac-
eristics. The light source
needs to include adequate
emission at every wave-
ength within the visible
range-380 to 720 nm~-to
produce results that matc
human perception.
The system should avoid
he presence of bright
spectral lines in the illumi-
nation spectrum to be able
o detect metamerism: two
objects that look the same
under one light source but
different under another
ight source. Metamerism
occurs because human vi-
sual systems can distin-
guish only broad ranges,
not detaiied wavelength in-
formation. The additional
illumination at a specific
wavelength that spectral
ines provide can fool the
eye into seeing a color that
not inherent to the ob-

ect. Few cameras detect

: detailed spectral informa-

: tion, so metamerism af-

ects most cameras in the
same manner as it affects
humans.

When a system uses
color matching solely for

: pass-fail inspections, the
: way in which the system

quantifies the color is ir-
relevant; any color scheme
will work. If the system is
to quantify mismatches
for the purpose of correct-
ing the production process,
however, the choice of col-
or-description schemes be-
comes important. Standard
color spaces such as the
RGBE (red-green-blue) of
conventional digital camer-
as provide no insight into
how a person will perceive
a color. Thus, the measure-
ment of a color error in
this space does not read-
translate into corrective

UMAN-ORIENTED COLOR

To provide color feed-
back that has human sig-
nificance, the vision sys-
tem needs to use a color

: space that describes colors




only determining tactor. The rate
at which image processing can oc-
cur also faces limits. Several factors
affect this rate, including image
resolution, the type of processing
needed, and the image processor’s
performance.

PROCESSING CHOICES

Most often, the application dic-
tates the image resolution and
type of processing, leaving design-
ers only the choice of image pro-
cessor to trade off cost and perfor-
mance in the system design. Com-
plete image-processing boards and

systems in VME, PCI, and other board
formats are available from companies
such as Cognex, Dalsa, Epix, Matrox,
National Instruments, and Philips Ap-
plied Technologies. In addition, some

CHROMA

re A Vision systems that must measure colors and provide
rrective feedback need to use a color space such as the CIE
L-a-b, which describes color in human-perception terms (cour-

tesy Edmund Optics).

in a manner similar to hu-
man perception. The CIE
(International Commission
on lllumination) L-a-b color
standard is one such color
space (Figure A). This stan- |
dard uses “opponent theo-
ry;” which relies on the fact
that, in human perception,
an object can look neither
red and green at the same

Algorithm

Histogram

i i

cameras

Counts and graphs the total number
of pixels at

Detect binary large objects (b}obs) to
fmd regions of interest in an ymage

Locate regions of an image that
match a template

manufacturers
image-processing hardware into their
products, forming a “smart camera” that
is user-programmable to handle many
machine-vision tasks.

Description

each gray-scale level

incorporate

: represent reddish colors,
and negative values indi-

: cate greenish ones. The

: third parameter, b, indi-

i cates yellowish versus blu-
 ish colors. Positive b* indi-
i cates yellow, and negative
! b* indicates blue.

The CIE L-a-b color

space is perceptually uni-

: form; that is, equal differ-

i ences in the color space

i represent equal human-

: perceived color differenc-

i es. This representation

! simplifies the correction of

color errors. If a measure-
i ment shows that a color

i looks too bluish, fixing the
i problem becomes simple.
! A similar color space

{ is the HCL (hue/chroma/

i lightness) standard. Hue

! time nor yellow and blue at :
i the same time.

The CIE L-a-b system us-
es three values-Lightness
i (L), a", and b*~to quantify
: a color. The first, L, quan-

i tifies perceived bright-

i ness (gray level). The sec-

i ond, a%,
i red or green the object

: looks. Positive a* values

represents how

describes how red, green,

! blue, or yellow the color ap-
i pears. Chroma represents

i the color's departure from
gray, which humans per-
ceive as saturation or vivid-
ness. Lightness describes

i how dark or light an object
i is. The lightness scale runs
: from black to white with

¢ gray in the middle.

Locate and identify objects for align-
ment, inspection, and measurement
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Usage

Determine whether the exposure and
contrast of an image are suitable to the

Lucate eb;e.ms, detect flaws, ldenhfy
objects

Some of the choices available at the
component level for creating custom im-
age-processing systems include general-
purpose CPUs, DSPs, dedicated process-

ing hardware, and specialty image pro-

These two color stan-
dards map onto one an-
other with CIE L-a-b values

ranslating uniquely to the
HCL color space. You can
calculate hue and chro-
ma from a* and b* values.
Lightness is the same in ei-
her scale. Thus, a system
hat can work in one repre-
sentation can work in both,
providing information that
will help evaluate and cor-
ect color errors.

The RGB color space al-
so maps into the human-

iented color spaces but
not completely. The map-
ping function to cover the
entire color space describ-
able by HCL or L-a-b re-
quires negative values for

ed and green in some ar-
eas. Because cameras can
provide only positive out-
put values, working in the
RGB space results in an
nability to describe some
colors. Applications that
must handle the entire col-
or spectrum require sen-
sors such as spectrometers
or colorimeters to make

: color measurements.
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Figure 1 The image sensor in digital cameras is a CCD {charge-coupled device) that
typically shifts out image data one pixel at a time, coupling image resolution with the
maximum frame rate achievable {courtesy lmperx).

TEMPLATE
MATCHING FOR
IDENTIFICATION

Figure 2 The latest wave of machine-

ision-control systems is appearing in automobiles,

identifying objects such as nearby pedestrians to warn drivers of impending hazards

{courtesy NEC).

cessors. General-purpose CPU5s, includ-
ing PCs, are most useful if the CPU is al-
so slated for use in other system-control
tasks and if the image-processing tasks
are modest, with simple algorithms and
relatively low resolution and low frame
rate. Dedicated processing hardware—
possibly implemented in an ASIC or an
FPGA—is most effective at the other
performance extreme: high resolution
and high frame rate. The more complex
the processing algorithm, however, the
more difficult the hardware design.

For the highest performance with
complex processing algorithms, a soft-
ware-driven DSP or specialty image pro-

cessor may prove more cost-effective
than dedicated hardware. A number of
high-performance DSPs suitable for ma-
chine-vision applications are available
from companies such as Analog Devices
and Texas Instruments. These devices
are well-established product lines with
substantial development-tool and li-
brary support for machine-vision appli-
cations.

The specialty image processors repre-
sent a new breed of devices targeting the
automotive market, although they are
also useful for other vision-control appli-
cations. The automotive market for ma-
chine vision is growing, according to a



recent report (Reference 1). Among the
automotive applications for machine-vi-
sion-control systems are those targeting
automated parking and driver safety.

Automotive-safety applications use
machine vision to supplement a driver’s
awareness of such things as lane mark-
ings, pedestrians, and other objects in
the road by identifying and highlighting
them in a video display (Figure 2). The
vision systems may also monitor the
driver, looking for indications of doz-
ing, distraction, or inattentiveness. Cur-
rently, such systems provide wamnings or
alerts to the driver, such as by sounding
an alarm or vibrating the steering wheel,
rather than take control of the vehicle.
Future uses may, however, also include
automatic activation of braking systems
or even evasive action.

The vision task for these systems is to
scan images of the road or driver to lo-
cate, identify, and assess potential haz-
ards. This task can be as simple as locat-

ing lane markings to determine whether

the driver is drifting across the road or as
complex as determining the presence of
a pedestrian near the vehicle, measuring
the relative positions and movements of
the car and pedestrian, and determining
whether a collision is imminent.

AUTOMOTIVE VISION

Because these specialty processors
are handling safety-critical functions,
they must operate in real time using
complex algorithms to help minimize
false alarms. Thus, they represent some
of the most powerful programmable im-
age processors available. One product
in this category is the MobilEye Eye(Q
image processor, manufactured by ST-
Microelectronics. The EyeQQ uses two
ARM RISC-processor cores and four
proprietary VCEs (Vision Computing
Engines) operating in parallel to pro-
vide high-performance scene recogni-
tion and interpretation in a single-chip
device.

NEC Electronics has also announced
a specialty image processor for automo-
tive-machine-vision applications, the
Imapcar for image recognition. This
device ‘uses 128 processing elements in
parallel, using an SIMD (single-instruc-
tion-multiple-data) architecture to han-
dle multiple parts of an image simulta-
neously. The company claims an equiv-
alent processing power of 100G opera-

tionsfsec with a 100-MHz clock.

Whether an application requires such
processing power depends on the com-
plexity of the image-processing algo-
rithms as well as the image resolution
and frame rate required. In addition,
the efficiency of the algorithm’s software
implementation is a significant factor.
Fortunately, libraries of common im-
age-processing functions that are high-
ly optimized for performance are widely
available, both from processor manufac-
turers and independent software provid-
ers. Table 1 lists a number of important
image-processing functions available in
software along with their uses in ma-
chine-vision-control systems.

The availability of such software
along with high-performance digital
cameras and ever-increasing processing
power has shifted machine vision away
from being a specialty requiring high
levels of technical skill and program-
ming expertise. Machine-vision systems
are becoming accessible to a wider va-
riety of control applications, in which
shape, size, color, and position of objects
are the key factors determining how the
system needs to react.Eo
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